I. Abstract

Data cleaning commonly requires highly-trained experts with knowledge in both coding and algorithms to handle its problems and challenges, such as imputing missing values, correcting data types, handling duplicates, standardizing format, and schema matching. As data cleaning has been extensively and commonly used in diverse disciplines ranging from healthcare to transportation, we want to design technology to open up the possibility of data mining to everyone. This can be achieved by utilizing a Large Language Model-based interface (e.g., ChatGPT) to automatically generate codes that would assist non-experts in doing data cleaning in their fields. We start by applying ChatGPT to automatically generate code for the two basic tasks in datasets: Input-Output specification and Format Standardization. For this preliminary study, we use a real-life traffic flows in Las Vegas parks, mainly used in the field of Architecture and City Landscape Design for domain experts with very limited coding knowledge and capacities. By applying ChatGPT version 4.0, we can successfully clean the data in terms of the two specific tasks. Our results show that ChatGPT can significantly help with the data cleaning process for people without rich coding knowledge and offer the potential for data mining to everyone.

II. Introduction

According to a report by IDC, the global data sphere is expected to grow from 33 zettabytes in 2018 to 175 zettabytes by 2025 because of various sources, including the Internet of Things (IoT) and social media [1]. The exponential growth of data globally can cause problems related to data quality, storage memory, etc. This challenge highlights the critical need for data cleaning to ensure the accuracy and consistency of the data. In parallel with data growth, the development of large language models (LLMs) has shown great potential for automating data cleaning tasks through human communicable and expressive natural languages to help AI models understand the tasks and generate the corresponding code. This enables tremendous amounts of users with diverse coding capacities ranging from zero knowledge to experts. For instance, an LLM model called Codex, which powers Github Copilot to assist users with its code-writing capabilities, has automatically generated code for various tasks including code generation from natural language descriptions [2]. Users can utilize this model to specify their data cleaning tasks and obtain the code for them.

Data cleaning is a crucial step in data preparation for the processing phase of any data analysis or machine learning project. To address the need for data cleaning, we apply an approach that utilizes LLMs to automate code generation through two main data cleaning tasks: Input-Output Specification and Data Standardization. The approach focuses on these tasks to simplify the data cleaning process and establish a basic framework for future research.

III. Related Work

Researchers have studied and developed various methods and approaches to improve the code generated by LLMs as well as their results after applying the automatically generated code to the data. For example, GIFT4CODE is introduced to help improve how well LLMs understand our instructions. GIFT4CODE utilizes prompt engineering technique by showing desired examples with several specific conditions such as the output structure or format via natural language instructions[3]. This method ensures the generated code matches the desired output with a higher success rate. However, the quality of examples and imperfect data can lead to incorrect code generation.

Researchers have also investigated a solution for simplifying and automating the data standardization process, a crucial task in data cleaning [4]. A method integrates a Python library - Dataprep.Clean, which provides unified, declarative APIs for standardizing column types with minimal code. This method combined with LLM-base agents, called CleanAgent, automates the entire standardization process [4]. This uses natural language instructions to generate and execute the necessary code, reducing the need for human intervention. However, this method depends heavily on the performance of LLMs.

In addition to these methods, prompt engineering, a technique that guides LLMs to generate accurate and relevant outputs, can cause problems as the limitations in scripts can affect how well LLMs understand and interpret given instructions. Researchers evaluated the performance of GPT models on a name matching task by testing various name pair differences such as order, case, nicknames, and middle names [5]. This example highlights how prompt engineering can significantly enhance the accuracy and reliability of LLMs’ outputs. Therefore, through detailed instructions, we can guide LLMs to generate code with the desired output.
IV. EXPERIMENTS AND RESULTS

For this preliminary study, we apply LLMs to automatically generate the code for data cleaning tasks for a real-life dataset that is usually processed by domain experts with very limited coding knowledge and capacities. It would be time consuming, expensive, and infeasible for domain experts to process the large dataset. We hope that our preliminary study and result would pave the way for us to dive deep into the next step. We perform the below two basic parts in data cleaning:

- **Experiment 1: Input-Output Specification:** Specify how the given data input should be structured and how the data output should look like.
- **Experiment 2: Data standardization:** Convert data into a consistent and desired format.

We use the raw data recording the number of visits to Las Vegas’s parks. It contains 340,885 rows with 78 columns. Due to the large data size, several challenges arise such as the high volume of data making manual cleaning time-consuming, inconsistent and unwanted data formats, etc.

In these experiments, we compare the outputs of code generated from an LLM model - ChatGPT version 4.0 with the outputs manually corrected as ground truth data. For Experiment 1, we extract data from 4 specific columns including 'date_range_start', 'date_range_end', 'location_name', and 'visits_by_day'. Figures 1 and 2 present an illustration of 340,885 rows and 4 chosen columns from the given data file. These figures show identical results of the illustration for extracted data. Experiment 2 changes all extracted data’s date format from ‘YYYY-MM-DD’ to ‘MM/DD/YYYY’. Figure 3 shows the format changed in date columns 'date_range_start' and 'date_range_end' as both outputs demonstrate the same data information.
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