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ABSTRACT
The availability of a large amount of data produced in multiple devices and organizations provides great opportunities and challenges. A great amount of this data is privacy-sensitive and thus, sending it to a central server is not convenient. Furthermore, this data can have different characteristics in different producers making a unique globalized model not the best choice for its processing. Federated Learning is a concept developed to overcome these problems, through a local parameter learning step and a posterior parameter sharing step which does not involve sharing the data. In this work, a Federated Clustering algorithm is proposed. This algorithm is based on Fuzzy Cluster Feature vectors which can manage the uncertainty of points belonging to a certain cluster. The preliminary experimental results show that the proposal is equivalent to other State of The Art methods while requiring fewer communication rounds.

CCS CONCEPTS
• Computing methodologies → Cluster analysis; • Information systems → Clustering; Clustering and classification.

1 INTRODUCTION
Nowadays data is produced by a large amount of particular devices such as smartphones, wearables and home appliances (IoT). Furthermore, great volumes of sensitive data are generated in privacy-sensitive places such as health centres, schools and banks. Much knowledge can be extracted from these sources to improve people’s lives, such as predictive typing in mobile phones [7] and drug discovery [3] in healthcare.

However, given the characteristics of that data, a number of problems arise. Of these, the most prominent are data privacy and the existence of agents that do not follow the same distribution of data. The first of these stems from a greater awareness of the management of personal data, which is already being regulated by various governments such as the European Union with its regulation on the protection of personal data (GDPR). The second can occur when data is generated at different points and in these cases, despite there being a global relationship between the data, each original agent follows a slightly different distribution (non-IID data) that decreases performance if only a global model is considered.

In order to overcome these challenges, the concept of Federated Learning (FL) arose. In 2016 McMahan [10] presented the FedAvg algorithm, which trained a neural network on each client and shared the set of weights with the server. The server averaged the weights learned by the clients and distributed the results back to them. McMahan reported the Federated model’s good performance in image classification using convolutional neural networks and in language prediction tasks using recurrent neural networks. The challenge of data variability is studied in [14] where it is shown a performance reduction in situations where the data is non-IID and the algorithm does not take this into account. However, a correctly designed algorithm is able to overcome this limitation and generate a federated model with good performance in this type of heterogeneous environment [8].

Many studies have been carried out on FL in neural networks, but the concept is also applied to a variety of machine learning systems, such as Bayesian systems [4] and clustering [6].

In this work, a federated clustering algorithm based on a fuzzy version of a Clustering Feature (CF) vector is introduced. The fuzziness in this structure means that each point does not belong to a single cluster, but has a degree of belonging to each of them. This condition can be very valuable in a federated environment, where a given CF may slightly represent a certain structure in the client, but when aggregating it with the rest of the CFs from the other clients it could finally merge with another.

The structure for this work is as follows. Section 2 justifies the proposed structure for data summarization. In Section 3 the federated algorithm is presented, and Section 4 shows the preliminary experimentation and results for the proposal. Finally, Section 5 highlights some conclusions and suggests the directions for further research.

2 FUZZY FEATURE VECTOR
The BIRCH algorithm [13] was developed to deal with very large datasets, it employs a CF to incrementally store summary data information of the cluster. This structure comprises the number of data points (N), the linear sum of the data points (LS) and the square sum of the data points (SS). As the data was analyzed incrementally, at certain moments some clusters had to be merged, this was possible due to the Additivity Theorem which states that the CF of the merge of two clusters is the addition of each of their components.

Zadeh introduced the theory of Fuzzy Sets [12] in which an object does not belong to one set and not to the others, instead, each object has a certain degree of membership, ranging from 0 to 1, to each of the sets.

This foundational work of fuzzy set theory led to the development of many related fields, among which is fuzzy clustering, in which each point has a degree of membership in each of the clusters,
as the most representative example is the Fuzzy C-Means [2] which is a fuzzy version of the traditional K-means [9] algorithm.

Many researchers have developed fuzzy versions of hard-clustering algorithms, the work that inspired this proposal is the FuzzStream algorithm [5] which is a fuzzy version of the ChuStream [1] algorithm. These algorithms deal with the clustering of data streams, however, the way in which the structure of the latter is extended to obtain a fuzzy version can be used analogously with BIRCH CFs.

The choice of the CF structure is due to its additive property, which will enable the server to merge the compatible structures from different clients. The proposed Fuzzy Cluster Feature Vector (FCF) structure differs from the original CF in that it includes the sum of memberships component (M) and the weighting strategy for the summation components. The description of the FCF is as follows:

- LS: Linear sum of examples weighted by their membership to the FCF.
- SS: Quadratic sum of distances between the examples and the FCF prototype weighted by their membership to the FCF.
- N: Number of examples assigned to the FCF.
- M: Sum of memberships of the examples assigned to the FCF.

3 FFCF ALGORITHM

With the previously defined FCF structure, the Federated clustering algorithm based on a Fuzzy Clustering Feature vector (FFCF) consists of the following steps::

1. Each client creates the necessary FCF structures from its data. These structures are created point by point, merging them when their similarity is above a specified threshold.
2. Each client sends the created FCF structures to the server.
3. The server combines the received structures merging them when necessary.
4. The servers perform the Weighted FCM on the combined FCFs, considering the sum of memberships as weights.
5. The server sends the combined FCF structures and the results of the WFCM to the clients.

This algorithm requires the following parameters: the minimum and maximum number of FCF, the merging threshold which determines whether two structures are similar enough to be merged. For the Weighted FCM, the number of clusters and the fuzziness degree m have to be specified.

4 EXPERIMENTAL RESULTS

To evaluate the performance of the algorithm, we reproduced the third case presented in [11] in which the dataset is composed of 4 clusters of 1000 points each. From this dataset, 4 partitions were made with a different number of points in each experiment. The clusters assigned to each client can be seen in Figure 1 and the number of points for each client is shown in the first column of Table 1, where each row represents a different experiment.

Two metrics are employed to test the performance. The Within Sum of Squared Error (WSSE), which is the sum of the squared distance from each point ($x_j$) to the centre of its assigned cluster ($c_k$), divided by the product of the number of samples (N) multiplied by the number of dimensions (d). The Outside SSE (OSSE) is analogous, but instead of the distance to its assigned cluster, it is the distance to the non-assigned clusters. It is desirable that the first be smaller and the second bigger. In order to assign each point to a cluster, we select the cluster with the greatest membership.

$$\text{WSSE} = \frac{1}{Nd} \sum_{k=1}^{K} \sum_{x_j \in C_k} ||x_j - c_k||^2$$

$$\text{OSSE} = \frac{1}{Nd} \sum_{k=1}^{K} \sum_{x_j \notin C_k} ||x_j - c_k||^2$$

The FFCF algorithm’s parameters were a merge threshold of 1 and a minimum number of FCF structures of 5 and a maximum of 100. The m parameter of the FCM was 2.

The obtained results can be found in Table 1. This table shows the best result for the reference FFCM and the ones obtained for the FFCF. On the one hand, we observe that FFCF performs slightly better regarding WSSE and slightly worse for OSSE. Despite these differences, we can say that this preliminary version of our algorithm is equivalent to the FFCM.

The source code is available on https://github.com/asieriko/FFCF

5 CONCLUSIONS AND FUTURE WORK

This work shows that the proposed Fuzzy Feature Vector-based Federated Clustering algorithm has a good performance in the studied case. One specific advantage of the proposal is that it requires fewer communication rounds than the FFCM. This demonstrates that the FCF structures are valid for a federated clustering application.

After this preliminary study, further experimentation is needed. On the one hand, more datasets have to be tested, both in IID and non-IID data distributions, synthetic and real. And, on the other hand, the performance of the algorithm has to be tested against a greater number of algorithms. The FFCF algorithm would benefit from an optimisation to address these new situations.
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